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What information is provided from non-significant findings 
and how can this be improved?

Scott J. Dankel

Objectives: To clarify what information is provided from non-significant findings and explain possible additional/alternative 
tests to help make these findings more informative. 

Design & Methods: The design of this manuscript was to first clarify what information is provided from non-significant find-
ings and detail why this may be different than what is commonly thought. Next, information is given as to why it may be par-
ticularly important for non-significant findings to be further examined within the field of exercise science given that small 
sample sizes are often employed. Lastly, a brief overview of two possible ways in which researchers can make non-signifi-
cant findings more informative is provided.  

Results & Conclusions: Non-significant findings alone do not provide strong support that a given intervention did not have an 
effect. Researchers may wish to instead use a Bayesian statistical approach capable of quantifying evidence for both the null 
and alternative hypotheses. For researchers who prefer to use frequentist statistical approaches, a test for statistical equiva-
lence may be used when there is no statistical difference present. These approaches may provide more insight into whether 
non-significant findings are due to uncertainty in the data or support for the null hypothesis.  
(Journal of Trainology 2019;8:19-23)
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INTRODUCTION
A publication bias exists in the scientific literature with 

approximately 86% of studies published in 2007 demonstrat-
ing statistically significant results.1 Interestingly, the accep-
tance rate among articles submitted to medical journals does 
not differ drastically based on whether non-significant 
(15.0%) or statistically significant findings (20.4%) are report-
ed2. Therefore, the scarcity of published studies containing 
non-significant findings appears to be largely related to a 
reluctance of authors to submit such manuscripts for publica-
tion. This has led to a push for authors to submit non-signifi-
cant findings,3,4 with some journals (e.g. Journal of Articles in 
Support of the Null Hypothesis, Journal of Negative Results 
in BioMedicine and Journal of Pharmaceutical Negative 
Results) directly catered toward publishing such studies5. 
Given the push toward publishing non-significant findings, it 
is important to understand what information these studies 
actually provide.

What information do non-significant findings provide? 
In the scientific literature, the majority of studies are anal-

ysed using frequentist statistical approaches where probabili-
ties (i.e. p-values) are obtained. These statistical approaches 
provide information on the probability of the observed test 
statistic assuming the null hypothesis is true.6 In other words, 
any p-values less than 0.05 indicates that the observed effect 
was large enough (i.e. a large mean difference) and/or consis-
tently observed (i.e. low variability) to such an extent that the 
effect would be unlikely the result of random chance (i.e. less 

than 5%). It is important to note that the statistical tests 
employed answer the following question: Is the magnitude of 
the effect great enough to where it would be unlikely to be the 
result of random chance? While p-values are often used as 
support for the alterative hypothesis, p-values do not provide 
information on the probability that the alternative hypothesis 
is true.7 

So what happens when the p-value is greater than 0.05? 
This is often misinterpreted as evidence that there is no 
effect, but failing to reject the null hypothesis does not pro-
vide evidence in favor of the null hypothesis.8 So while the 
p-value can provide some evidence for the alternative hypoth-
esis, the p-value alone cannot provide evidence for the null 
hypothesis. There are usually two possible conclusions that 
researchers make from a research study, and these are largely 
impacted by the p-value. That is, researchers will either con-
clude there is an effect of the intervention when the p-value is 
less than 0.05, or that there is not an effect of the intervention 
when the p-value is greater than 0.05. Unfortunately, 
researchers often dichotomize the p-value and only conclude 
that there either is or is not an effect and leave out the possi-
bility of uncertainty.9 A third possible conclusion that can be 
made when the p-value is greater than 0.05 is that there is not 
enough information to make a conclusion based on the data. 
When only p-values are reported it is not possible to quantify 
evidence for the null hypothesis, and therefore, studies report-
ing non-significant findings do not necessarily indicate the 
absence of an effect.8 It is entirely plausible that there is too 
much error surrounding the response (i.e. a wide confidence 
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interval) that a definitive conclusion cannot be made. 
Consider a weight loss intervention that produces a 0 kg 
change in body mass. If the intervention produced a mean 
weight loss of 0 kg with a 95% confidence interval between 
-0.2 kg and 0.2 kg the reader can be fairly confident that the 
intervention had little effect. On the contrary, if the mean 
weight loss is 0 kg with a 95% confidence interval between 
-15 kg and 15 kg it would be hard to confidently conclude that 
the intervention had no effect since the precision of the esti-
mate is poor and includes the possibility of large clinically 
meaningful losses in body mass. Notably, both of these find-
ings would result in a non-significant p-value for a paired 
t-test. Therefore, non-significant findings (i.e. non-significant 
p-values) alone should not be used as support that a given 
intervention had no effect. 

Underpowered studies limit the interpretability of 
non-significant findings

One of the reasons why it may be particularly important to 
further assess non-significant findings is because many stud-
ies involving human participants have inadequate power (i.e. 
the sample sizes are too small).10,11 In statistics there are two 
main types of errors that can be made. The alpha level is the 
probability of a type 1 error and occurs when the researcher 
concludes there is an effect when there is not one (i.e. a false 
positive). The beta level is the probability of a type II error 
and occurs when the researcher concludes there is not an 
effect when there is one (i.e. a false negative). The power of a 
study is the probability that an effect will be detected if there 
is one. Therefore, statistical power will be inversely propor-
tional to the type II error rate since the type II error rate is the 
probability that an effect was not detected. Thus, power is cal-
culated as 1 minus the type II error rate. When researchers 
conduct a study they obtain a set number of individuals and 
end up with a given effect size from the study. Since research-
ers almost always use an alpha level (type I error rate) of 0.05, 
it is the beta level (type II error rate) that is free to fluctuate 
and increases as a result of small sample sizes. For example, 
some estimations of the average study power across different 
fields demonstrated an estimated power of 0.35 (65% type II 
error rate) in psychological research and 0.21 (79% type II 
error rate) in neuroscience research.11 This is an extremely 
high type II error rate especially considering some research-
ers have suggested setting both the alpha and beta levels to 
0.05.12 There are consequences of both type I and type II 
errors. For example, if a new supplement is being tested, a 
type I error may result in consumers purchasing a product 
that they think works when in fact it does not. Contrarily, a 
type II error may result in dismissing a supplement as ineffec-
tive when it could in fact be beneficial for consumers. 

To put into perspective how underpowered some studies 
may be, a study comparing pre to post changes across two 
groups (intervention and control), with an estimated moderate 
effect (d = 0.5), would require 128 individuals (64 per group) 
if an alpha level of 0.05 and power of 0.8 are used. Using the 
same effect size and alpha level, a more commonly employed 
sample size of 20 individuals (10 per group) would yield a 

power of 0.18, therefore drastically inflating the type II error 
rate from 20% to 82%. Thus, non-significant findings may be 
the result of a truly ineffective intervention or they may be the 
result of inadequate power. Put simply, many studies within 
the exercise science literature are underpowered which limits 
the interpretability of non-significant findings. 

Making non-significant findings more interpretable
There are ways by which researchers can determine wheth-

er non-significant findings are the result of uncertainty or 
whether they truly provide support for the null hypothesis. 
Aside from increasing the sample size to help reduce type II 
error rates, there are additional or alternative statistical analy-
ses that can be done once the study is complete. Two possible 
approaches include either using a Bayesian analysis or com-
puting an equivalence test to follow-up non-significant find-
ings. While this manuscript is not intended to provide a com-
prehensive guide on how to conduct these analyses, a brief 
overview is provided. Bayesian statistical analyses can be 
performed using the JASP software13 and tests of statistical 
equivalence can be performed using the TOSTER equivalence 
testing package in Jamovi14. Both of these software packages 
are point and click and very user friendly. These additional/
alternative analyses may help to provide more insight into 
what information non-significant findings may actually be 
providing (Figure 1). 

Using a Bayesian Approach
A Bayesian analysis is unique to that of traditional frequen-

tist statistical approaches in that evidence can be provided 
toward the null hypothesis.15 Bayesian analyses require input-
ting prior odds which consist of an estimated effect size and 
variance before the data is even collected. The prior odds are 
then multiplied by a Bayes Factor in order to obtain the poste-
rior odds, which provides an effect size and variance measure 
after taking into account the collected data. The focus of this 
manuscript will be on the Bayes Factor as this can be used to 
provide evidence for the null or alternative hypothesis. Bayes 
Factors are interpreted just like odds ratios, such that a Bayes 
Factor of 10, for example, would indicate that the alternative 
hypothesis is 10 times more likely than the null hypothesis. 
On the other hand a Bayes Factor of 0.1, for example, would 
indicate that the null hypothesis is 10 times more likely than 
the alternative hypothesis. Support for the null hypothesis can 
be interpreted as there not being any effect of the interven-
tion. On the contrary, an odds ratio of 1, for example, would 
indicate that the null hypothesis is equally as likely as the 
alternative hypothesis, and thus this provides little informa-
tion on the efficacy (or lack thereof) of the intervention. In 
other words, although there is not support for the alternative 
hypothesis there is also not support for the null hypothesis 
and more data is necessary to make a strong conclusion on the 
efficacy of the intervention. This information cannot be 
obtained from a p-value provided from a traditional frequen-
tist statistical test. One benefit of the Bayesian approach is 
that, if a non-informative Bayes Factor is present after run-
ning the analysis (i.e. the Bayes Factor is close to 1 indicating 
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there is similar support for both the null and alternative 
hypotheses), more data can be collected without impacting 
the interpretation of the Bayes Factor (whereas this would 
increase the alpha rate in frequentist statistical approaches).16 
One limitation with Bayesian statistics is that the results can 
be impacted by the prior that is chosen before data is collect-
ed. For this reason, researchers may wish to conduct a Bayes 
Factor robustness check to see how stable the Bayes Factor is 
across a wide range of prior widths.17 Another limitation 
exists in that evidence is quantified along a continuum which 
may result in there being some subjectivity when interpreting 
results. This, however, can also be viewed as a positive in 
being able to quantify the strength of evidence present.

Using an equivalency test
Another possible approach to follow up non-significant 

findings is to use an equivalence test. This will test if the 
intervention is statistically equivalent to that of a control 
group (or equivalent to zero if a control group is not used). 
The idea behind equivalency testing is very similar to that of 
testing for statistical differences. For example, if there is only 
an intervention group, a traditional paired t test (using a com-
mon 0.05 alpha level) would test if the 95% confidence inter-
val surrounding the mean does not cross zero. On the con-
trary a test of statistical equivalence would test if the 90% 
confidence interval surrounding the mean (90% because there 
is an upper and lower bound as opposed to just zero, and a 

90% confidence interval yields a 0.05 alpha level for equiva-
lence testing18) lies within the established boundaries. The 
established boundaries can be chosen as a value that would be 
clinically meaningful; or, a common rule of thumb is to use 
half of the minimal difference above and below zero19 (i.e. the 
minimal difference centered on zero). The basic idea behind 
equivalency testing is to see if the 90% confidence interval 
around the observed effect contains any values that would be 
deemed clinically meaningful. If it does not, this indicates 
that the mean response is not meaningful, and there is not a 
large degree of variability (i.e. error) surrounding this 
response either. Collectively, if the 95% confidence interval 
were to lie outside of zero (i.e. not include zero) it would be 
statistically significant, if the 90% confidence interval were 
to lie within the established boundaries (i.e. not cross either 
boundary) it would be statistically equivalent, if neither of the 
two were present this would represent ambiguity in that there 
is not statistical equivalence nor is there a statistical differ-
ence. One possible limitation with using statistical equiva-
lence testing is that a researcher could end up with a result 
that is both statistically different and statistically equivalent,20 
particularly if the established boundaries for equivalence are 
too wide or the study is overpowered. This could not happen 
with Bayesian statistics since the Bayes Factor is simply a 
ratio of evidence for the null and for the alternative hypothe-
ses. Another limitation exists in that the results of an equiva-
lence test will be largely influenced by the sample size, such 

Figure 1   An illustration of possible statistical tests that may give more insight into the information provided by non-significant 
findings. A given research study may provide some insight into whether the data provides support for the null or alternative 
hypothesis. The “0” indicates support for the null hypothesis and the “1” indicates support for the alternative hypothesis. The 
clarity of the number indicates how much support the study provides. It is possible for a study to provide little information to 
the field (image 4) if the Bayes Factor indicates that the null hypothesis fits the data equally as well as the alternative hypoth-
esis (a Bayes Factor of 1); or, using frequentist statistics, there is not a statistical difference or statistical equivalence. Simply 
running a traditional frequentist statistical test of differences will not allow the reader to see whether the data truly provides 
support for the null hypothesis (images 1-3) or whether the data is ambiguous (image 4). This figure illustrates that not all 
non-significant findings provide the same information. The Bayes Factor is reported with the subscript “10” to indicate that 
support for the alternative hypothesis is the numerator and support for the null hypothesis is the denominator. It has been 
suggested that less than 3 times greater support for one hypothesis over the other represents weak evidence, 3-10 times 
greater support for one hypothesis represents moderate evidence, and greater than 10 times support for one hypothesis rep-
resents strong evidence.17
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that larger sample sizes will increase the likelihood of finding 
statistical equivalence by reducing the standard error and 
shrinking the 90% confidence interval. This same limitation 
exists for testing statistical differences. 

An example using previous data
My previous laboratory members and I published a study in 

which we tested to see if pooling metabolites post-exercise 
would augment adaptations to resistance exercise.21 We 
reported that there was no difference in strength gains when 
comparing traditional exercise (i.e. a control condition) to an 
experimental condition in which metabolites were pooled 
post-exercise. As we did not explore this non-significant find-
ing further using either a Bayesian analysis or equivalence 
test, it may be difficult for the reader to determine if the lack 
of significance was truly due to an equivalent change in 
strength across both exercise conditions. Conducting a 
Bayesian analysis using JASP (JASP Team, 2019) with an 
uninformed prior of 0.707 cantered on zero, yields a Bayes 
Factor of 0.330 showing moderate support for the null hypoth-
esis. Conducting a test of statistical equivalence using Jamovi 
(The Jamovi Project, 2019) with equivalence bounds of -1.45 
and 1.45 kg (half of our time matched minimal difference of 
2.9 kg) would demonstrate that the strength gains were not 
statistically equivalent (lower bound: p = 0.07, upper bound: 
p = 0.008). This is because the 90% confidence interval on 
the difference between measures was -1.62 to 0.77 kg, and the 
lower limit of -1.62 kg exceeds the boundary of -1.45 kg. 
Thus, while close, the strength gains were not statistically 
equivalent. This example may help to show the subjective 
nature of equivalence testing, because had we chosen bound-
aries of 1.65 kg instead of 1.45 kg, the results would be statis-
tically equivalent.  

What to do if there is no support for the null or alternative 
hypothesis

For researchers, it is best if the data provides support for 
either the null or the alternative hypothesis to indicate that the 
intervention either did or did not have an effect. If neither the 
null or alternative hypothesis is supported, the researcher is 
left to conclude that the study provides little to no information 
on the efficacy of the intervention. Unfortunately, this may 
deter some researchers from using a Bayesian or statistical 
equivalence approach as researchers may need to increase 
their sample sizes to increase the precision of their estimates 
in order to make a conclusion on the efficacy of a given inter-
vention. Unless an equivalence test or Bayesian analysis is 
performed to provide support for the null hypothesis, 
researchers should not interpret non-significant findings as 
the absence of an effect, particularly when smaller sample 
sizes are used. Small sample sizes may be at the heart of the 
reproducibility crisis,22 because of the lack of power and 
inflated type II error rate discussed previously. Therefore, one 
study may find a significant effect and another study may not, 
but this does not mean that the study not finding an effect was 
the results of support for the null hypothesis (e.g. these two 
studies may be depicted as images 5 and 6 in Figure 1). 

Again, the absence of statistical significance may be the result 
of insufficient power in which case there is not support for the 
alternative hypothesis nor is there support for the null hypoth-
esis. If one study provides an ambiguous result, this should 
not be considered a failure to replicate a previous finding, 
because an ambiguous result does not provide any informa-
tion for or against the efficacy of the intervention. A truly 
non-replicable study would be the result of one study provid-
ing support for the alternative hypothesis and another provid-
ing support for the null hypothesis (e.g. images 1 and 7 in 
Figure 1). This again highlights the importance testing both 
the null and alternative hypotheses, as opposed to just testing 
the alternative hypothesis. 

CONCLUSION
Non-significant findings alone do not provide strong sup-

port that a given intervention did not have an effect, particu-
larly given that many studies use small sample sizes that are 
underpowered. Unless there is support for the null hypothesis 
that there truly is no effect of the intervention (i.e. it is equiv-
alent to zero or equivalent to a control group response), non-
significant findings should not automatically be interpreted as 
support for the null hypothesis. Future studies may wish to 
employ Bayesian statistical approaches which can quantify 
evidence for or against both the null and alternative hypothe-
ses. Researchers who prefer frequentist statistical approaches 
may wish to tests for statistical equivalence when there is an 
absence of statistical significance (i.e. there is no statistical 
difference). 
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Figure 2   Forest Plot Showing Hedge’s g Individual and Overall Effect Sizes for Non-Local Muscle Performance on Maximal 
Voluntary Force Outcomes. Hedge’s g effect sizes were calculated using the difference in means divided by the pooled and 
weighted standard deviation in the Comprehensive Meta-Analysis software.45 Data were pooled using a fixed-effects model. 
Negative effect sizes indicate post-fatigue decreases in maximal voluntary force of the Non-Local muscle(s), and were cate-
gorized as trivial (< 0.2), small (0.2 to < 0.5), medium (0.5 to < 0.8), and large (> 0.8).44

Abs – absolute; APP – absolute peak power; AOF – arm optimal force; BB – biceps brachii; BIL – bilateral; KE – knee exten-
sor; kW – kilowatts; LOF – leg optimal force; LPP – leg peak power; Max – maximal; MVC – maximal voluntary contraction; 
MVIC – maximal voluntary isometric contraction; N – newton; Nm – newton meters; Rel – relative; UNI – unilateral; VL – vas-
tus lateralis; W×kg-1 – watts per kilogram


